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Abstract

Based on a local spatial/frequency representation, the
spectral histogram of an image is defined as the marginal
distribution of responses from a bank of filters. We pro-
pose the spectral histogram as a quantitative definition
for textons. The spectral histogram model avoids rec-
tification and spatial pooling, two commonly assumed
stages in texture discrimination models. By matching
spectral histograms, an arbitrary image can be trans-
formed via statistical sampling to an image with similar
textons to the observed. Texture synthesis is employed
to verify the adequacy of the model. Building on the
texton definition, we use the x2-statistic to measure the
difference between two spectral histograms, which leads
to a texture discrimination model. The performance of
the model well matches psychophysical results on a sys-
tematic set of texture discrimination data. A quantita-
tive comparison with the Malik-Perona model is given,
and the biological plausibility of the model is discussed.

1 Introduction

Texture perception is one of the pillars in the study of
early visual perception. In a life-long effort to pursue a
scientific theory for texture perception, Julesz and his
colleagues are the most influential in conceptual think-
ing about texture perception as well as in setting the
empirical agenda on the investigation of texture dis-
crimination. After extensive formulations and reformu-
lations in terms of high-order statistics, Julesz eventu-
ally proposed the texton theory for texture perception.
According to the texton theory, textures are discrimi-
nated if they differ in the density of certain simple, lo-
cal textural features, or textons[11]. Three textons have
been consistently specified[10]: elongated blobs defined
by color, orientation, size, etc., line terminators, and
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line crossings. Collinearity and local closure are often
mentioned in the literature as well. Though theorized
by Julesz as perceptual atoms, “What textons really are
is hard to define.” (Julesz[11], p.134).

More recently, texture discrimination has received con-
siderable attention from the computational perspective,
and many models have been proposed Although these
models differ in details, they all share a three-stage com-
mon structure[l], referred to as the back-pocket model
by Chubb et al[4]. The first stage consists of a set of lin-
ear filters, followed by some nonlinear rectification pro-
cess to remove negative filter responses and compress
the range of responses. Note that the rectifying non-
linearity is necessary, since, otherwise, linear filters will
give responses that cannot discriminate in the second
stage two texture patches with the same mean lumi-
nance. The second stage is a pooling stage that per-
forms some spatial averaging, smoothing, or nonlinear
inhibition to remove inhomogeneity in rectified filter re-
sponses. This stage is necessary because filters are regu-
larly laid out, whereas texture elements on an image are
not. Without the second stage filter responses within a
homogeneous texture region would produce inhomoge-
neous responses due to the misalignment between tex-
ture elements and filters, creating problems for subse-
quent processing. The third stage determines texture
boundary, or equivalently, produces texture regions on
the basis of some edge/contour detection.

The above computational models are mainly motivated
by perceptual data obtained from synthetic textures.
Though some of these models are quite successful in
accounting for empirical data, they do not provide an
explicit model for texton or texture. Thus, these quan-
titative efforts do not seem to provide much insight into
the nature of texture perception in Julesz’s sense.

In this paper, we propose a model for textons, called
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the spectral histogram model. Our model consists of
marginal distributions of responses from a bank of fil-
ters within an image window. We show that this model
elegantly avoids both the rectifying nonlinearity and the
pooling stage, thus resulting in a significantly more par-
simonious model. The adequacy of the model is estab-
lished by extensive results on synthesizing both syn-
thetic and natural textures using an effective sampling
algorithm. To address texture discrimination, we em-
ploy the x2-statistic to measure the distance between
two spectral histograms. This model yields surprisingly
good performance on a systematic set of texture dis-
crimination data. This performance is compared with
that of the Malik and Perona model[15]. The spectral
histogram model demonstrates the nonlinearity of hu-
man texture discrimination. Furthermore, we illustrate
that it can exhibit the asymmetry phenomenon in tex-
ture discrimination.

This paper is organized as follows. Section 2 describes
the spectral histogram model and some of its proper-
ties. Section 3 presents our spectral histogram model
for textons. Section 4 simulates a set of psychophysical
data on texture discrimination, and draws a comparison
with the Malik-Perona model. Section 5 discusses the
biological plausibility of our model. A technical report
with implementation details is also available [14].

2 Spectral Histogram Model

Based on psychophysical and neurophysiological data,
it is widely accepted that the human visual system
transforms a retinal image into a local spatial/frequency
representation. For texture modeling, filter responses
themselves are not adequate as textures are regional
properties, which is supported by a recent compre-
hensive study on filter-based methods for texture
classification[16]. However, the human visual system
perceives various textures without difficulty. Within
the spatial/frequency representation, additional steps
seem necessary in order to address the inadequacy of
filter responses. One reasonable step would be to in-
tegrate information from filter responses so as to form
perceptually meaningful feature statistics for textures.
Studies of human texture perception[2, 4] show that two
textures are often perceptually similar when they give
a similar distribution of responses from a bank of fil-
ters. Recently Heeger and Bergen[9] proposed a texture
synthesis algorithm by matching independently the his-
tograms of observed and synthesized image pyramids,
which motivated extensive research in texture modeling
and synthesis (see e.g., Zhu et al. [21]).

Within the local spatial/frequency representation
framework, we define a spectral histogram model for
characterizing textons, and apply the model to texture
discrimination.

Given an input image window W and a bank of fil-
ters {F("), a=1,2,...,K}, we compute, for each filter
F(®) 3 sub-band image W(® through linear convolu-
tion, i.e., W@ (v) = F(O) 5« W (v) = 3 F(®) (u)W (v —
u), whereby a circular boundary condition is used for
convenience. For W(®) | we define the marginal distri-
bution, or histogram

H (2 —1/|W|Za ~W@@)., (1)

We then define the spectral histogram with respect to
the chosen filters as

Hw = (HY), BHE), ... HD).

The spectral histogram of an image or an image patch is
essentially a vector consisting of marginal distributions
of filter responses. The size of the input image win-
dow, |[W|, is called the integration scale. Because the
marginal distribution of each filter response is a prob-
ability distribution, we define a similarity measure as
x2-statistic, which is used widely to compare two his-
tograms,

H(a) H(Ol) (Z))2

H“‘ )+ HE o) )(2)

(2)
The spectral histogram integrates responses from differ-
ent filters and provides a naturally normalized feature
statistic to compare images of different sizes. By implic-
itly integrating geometrical and photometric structures
of textures, the spectral histogram provides a sufficient
model for characterizing perceptual appearance of tex-
tures.

x> (Hw,, Hw,) =

ZZ

alz

3 A Quantitative Definition for Textons

We propose the spectral histogram as a quantitative
definition for a texton. The computation leading
to a spectral histogram involves commonly used spa-
tial/frequency filters, and thus our definition does not
invoke perceptual attributes. Our definition is primar-
ily based on the observation that texture images with a
similar histogram are composed of similar elements and
similar densities; as such, they would appear perceptu-
ally similar, as shown below.
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To demonstrate the sufficiency of the spectral his-
togram, we use 34 filters, including one intensity fil-
ter, four local difference filters (two along a row and
two along a column), five Laplacian of Gaussian (LoG)
filters (with scales of v/2/2, 1, 2, 4, and 6), and twenty-
four Gabor filters (with scales of 2, 4, 6, and 8 and six
orientations at each scale), to characterize textons[13].
Given an observed texture, such as the one shown in
Fig. la, we compute its spectral histogram, which en-
codes the perceptual structure of the image implicitly.
To verify the sufficiency of the spectral histogram for
characterizing textures, we generate images by satisfy-
ing the constraints Hy = Hyps, where I is an image, Hy
its spectral histogram, and Hps the spectral histogram
of the observed image. Due to the high dimensionality
of I (for a 128 x 128 image, the dimension is 16384),
the constraints need to be satisfied through stochastic
simulation because traditional search methods are com-
putationally not feasible. One commonly used method
is the Gibbs sampler[7], which has been demonstrated
to be effective for natural textures[20]. Unfortunately,
this sampler can be easily trapped at local minima; Fig.
1b shows a typical example of such failure. To explore
the image space more effectively, we utilize a sampling
procedure from Zhu et al[21]. Here we employ the pro-
cedure to generate typical images that share the spec-
tral histogram. Fig. 1lc shows the initial condition for
the sampling procedure, which is a white noise image.
Fig. 1d shows an intermediate image at sweep 500 and
Fig. le and 1f show synthesized images at sweep 1500
and 4000 respectively, which are perceptually similar to
the observed image. The texture element is synthesized
very well through the constraints imposed by different
filters; the global structure is also reproduced. We stress
that while Fig. le and 1f are perceptually similar, the
corresponding images are quite different in that the po-
sitions of crosses vary significantly. Fig. 1g shows the
average histogram error per filter with respect to the
number of sweeps. As is evident from Fig. 1g, there are
several local minimum states, and our sampling pro-
cedure overcomes local minima and reaches a globally
meaningful state. Fig. 2 shows several more examples,
where synthesized texture captures both micropatterns
and their spatial layout. These examples demonstrate
clearly that our model is sufficient for a variety of tex-
tons. Fig. 2f shows an interesting case, where one spec-
tral histogram captures both circle and cross elements
at the same time (recall that boundary wrap-around is
employed).

Note that the filters are fixed for all the synthesis ex-
amples and there is no explicit template for textons.
The basic elements are captured by the spectral his-
tograms through imposed constraints by different fil-
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Figure 1: A texture and synthesized images at different
sweeps. The size of the image is 128 x 128. a, Observed
image. b, A typical synthesized image using the Gibbs
sampler. c, Initial image for sampling, which is white
noise. d-f, Synthesized images at sweep 500, 1500, and
4000 respectively. g, The average spectral histogram
error per filter with respect to the number of sweeps for
the synthesized images.

3000 4000

ters. This offers distinct advantages over texton models
based on explicit templates. Not only must a large num-
ber of templates be specified to model different kinds of
textures, but also must the elements appeared in the
observed image be extracted, which is computationally
expensive. In addition, a perceptual distance between
textures still needs to be defined as textures consisting
of different templates need to be compared for discrim-
ination (see Fig. 3 for example).

The above results clearly demonstrate that different
images with similar spectral histograms yield percep-
tually similar appearances. These results on syn-
thetic images, together with extensive results on natu-
ral textures[9, 20, 13], suggest that spectral histograms
capture a level of image description that is sensitive to
certain types of spatial information such as orientation,
scale, and density, while oblivious to elaborate geomet-
rical properties. A texture model requires a balance
between descriptions that are too simple to reveal any-
thing different and those that are too complex to gener-
ate any abstraction of an image. The spectral histogram
model, we believe, strikes a balance of this kind.
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Figure 2: Synthesized images for synthetic textures with
different micropatterns. In each column, the upper part
shows the observed texture and the lower part a synthe-
sized texture at sweep 2000 from an initial white noise
image. The size of all images is 128 x 128.

4 Texture discrimination

The previous section demonstrates that the spectral his-
togram model provides a viable definition for textons.
Given that much of psychophysical data on texture per-
ception is on comparing texture images, a critical evalu-
ation of any attempt to give a quantitative definition of
textons is to match psychophysical data of texture dis-
crimination. This section tests our model with a set of
systematic human data on texture discrimination. The
set consists of 10 texture pairs, as shown in Fig. 3.
The same ten texture pairs were used to evaluate the
well-known Malik and Perona model, thus facilitating a
quantitative comparison with their model.

We adopt similar procedures used by Malik and Per-
ona [15] for testing texture discrimination. Instead of
using 96 filters, we use two gradient filters and three
LoG filters, resulting in a total of five filters. At each
pixel, we extract local spectral histograms at integra-
tion scale 29 x 29 and the gradient is the average x?-
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Figure 3: Ten texture pairs scanned from Malik and
Perona[l5]. The size of all the scanned images is 154 x
154.

distance per filter between the spectral histograms of
the two adjacent windows along a row. Then the gradi-
ent is averaged along each column as done in Malik and
Perona[l5]. The texture gradients generated from our
method for the two texture pairs (+ O) and (R-mirror-
R) are shown in Fig. 4.

NN AN~ A

Figure 4: The averaged texture gradient for two selected
texture pairs in Fig. 3. Left is the texture gradient
averaged along each column for texture pair (+ O) and
the right the texture gradient for texture pair (R-mirror-
R). The horizontal axis is the column number and the
vertical axis is the gradient.

Several observations can be made from the gradient re-
sults of Fig. 4. First, a texture pattern does not give
rise to a homogeneous texture region, and variations
within each texture region are clearly visible. Second,
because of the variations among different micropatterns,
the absolute value of texture gradient should not be
used directly as a measure for texture discrimination
as in Malik and Perona [15]. Based on these observa-
tions, we propose a texture discrimination measure as
the difference between the central peak and the maxi-
mum of two adjacent side peaks. In other words, the



peak corresponding to the middle boundary is compared
against the two adjacent ones corresponding to the in-
terior boundaries within each texture. In the (+ O)
case, the central peak is 0.239, and the left and right
side peaks are 0.104 and 0.08 respectively. Thus the
discrimination measure is 0.135. For the (R-mirror-R)
case, the central peak is 0.017 and the left and right
side peaks are 0.012 and 0.027 respectively. Thus the
measure is -0.01, indicating that the two texture regions
are not discriminable at all. We calculate the proposed
discrimination measure for the ten texture pairs. Table
1 shows our results along with the psychophysical data
from Krose[12], and the results from Malik and Perona’s
model [15]. Here the data from Krése[12] was based on
the converted data given in Malik and Perona[15]. Fig.
5 shows the data points linearly scaled so that the mea-
sures for the second pair (4 []) match. Our measure
predicts that that (+ O) is much easier to discriminate
than all the other pairs, the pair (Lr, Mp) is barely
discriminable with a score of 0.001, and the pair (R-
mirror-R) is not discriminable with a score of -0.01.

Table 1: Texture Discrimination Scores

Texture discriminability

Texture Human Malik and Our
pair Data [12] | Perona [15] | Results
(+ O) 100 407 0.135
(+1) 88.1 225 0.036
(L +) 68.6 203 0.027
(L M) n.a. 165 0.023
(A —) 52.3 159 0.018
(+7T) 37.6 120 0.015
(+ X) 30.3 104 0.014
(TL) 30.6 90 0.004
(Lr, My) n.a. 85 0.001
(R-mirror-R) n.a. 50 -0.01

0.15

S
0.051

ol

1 10

Figure 5: Texture discrimination results. Here the hori-
zontal axis corresponds to the order of the texture pairs
in Table 1 and the vertical axis the texture discrimi-
nation scores. Dotted line - Psychophysical data from
Krose[12]; dash line - results from Malik and Perona’s
model[15]; solid line - results from the spectral his-
togram model.

It is clear from Table 1 that our model performance is
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entirely consistent with the other two. We employ only
5 commonly used filters instead of 96 filters in their
model. The Malik and Perona model needs an elab-
orate form of nonlinearity that depends on inter-filter
interactions specific to different filter types.

Nonlinearity is an important property of human texture
discrimination. Texture pairs (L, M) and (Lp, Mp)
were constructed by Williams and Julesz [18] to argue
against linear models. The (L, M) pair is among the
ones that are easily discriminable. However, the (L,
M) pair, which was constructed by adding a uniform
texture of little L’s at the endpoints of the L’s and M’s
in the (L, M) pair, is not. This demonstrates that the
texture discrimination cannot be a simple linear oper-
ation; some form of nonlinearity must be included in
order to account for this phenomenon. The Malik and
Perona model[15] is able to reproduce this nonlinear-
ity by incorporating two nonlinear stages. In contrast,
our model reproduces the nonlinearity without any ad-
ditional nonlinear operation.

According to Malik and Perona[15], their model cannot
account for asymmetry in texture discrimination, which
refers to the phenomenon that one texture embedded
in another one is more readily discriminated than if the
latter is embedded in the former[19]. Our model may be
able to account for the asymmetry phenomenon based
on the following observation. The variability within one
texture is generally different from the variability within
the other when asymmetry is present and our discrim-
ination score depends on the variability. A preliminary
experiment supports this conclusion [14].

5 Biological Plausibility

The filtering stage in the spectral histogram model is
commonly used in other models of texture discrimina-
tion, and as mentioned earlier the existence of early pro-
cessing by spatial/frequency filters in the visual system
is widely accepted|5].

To compute a histogram requires neurons with sizable
receptive fields, which would presumably occur in the
extrastriate cortex|[17]. Such cells would summate simi-
lar responses from a pool of neurons behaving as filters,
which would presumably be within V1. Neurobiological
findings show that neurons in V1 are interconnected by
long-range horizontal connections, and horizontal con-
nections link neurons with similar orientation attributes
[8]. Horizontal connections of this kind facilitate his-
togram gathering. The spectral histogram model fur-
ther suggests that responses of all magnitudes within



a pool of similar filters be collected, not just optimal
responses.

The above interpretation relies on some spatial sum-
mation. Another possible interpretation invokes tem-
poral coding, which would require more elaborate tim-
ing but be more parsimonious. The idea is that spec-
tral histograms, are entirely coded by temporal re-
sponses of single neurons. This would require a neu-
ronal mechanism that responds to different filters with
different latencies so that the responses from distinct
filters would not be confused. Experimental studies
have suggested that neuronal latencies may encode per-
ceptual information[6]. Also, evidence from visual per-
ception and neurobiology suggests systematic and con-
certed temporal coding][3].

Given coded histograms, a distance measure between
them such as the y2-statistic could be readily performed
by a correlation mechanism. Neurons performing a cor-
relational analysis have been implicated in many con-
texts.
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